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What is Titan? ‘

* The next phase of the
Leadership Computing
Facility program at ORNL g "
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 An upgrade of Jaguar from
2.3 PF to 27PF

e Built with Cray’s newest
XK7 compute blades
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ORNL’s “Titan” Hybrid System:
Cray XK7 with AMD Opteron and #1

NVIDIA Tesla processors
( ' 7‘5&'"
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- SYSTEM SPECIFICATIONS:
L - o  Peak performance of 27.1 PF
« 245 GPU + 2.6 CPU
» 18,688 Compute Nodes each with:
* 16-Core AMD Opteron CPU
* NVIDIA Tesla “K20x” GPU
« 32 + 6 GB memory
» 512 Service and I/O nodes
» 200 Cabinets
« 710 TB total system memory
» Cray Gemini 3D Torus Interconnect
* 8.8 MW peak power

4,352 ft2
404 m?
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Cray XK7 Compute Node

XK7 Compute Node
Characteristics

AMD Opteron 6200 Interlagos
16 core processor @ 2.2GHz

Tesla M2090 @ 665 GF with
6GB GDDR5 memory

Host Memory
32GB
1600 MHz DDR3

Gemini High Speed Interconnect

Upgraded to NVIDIA’s
next generation KEPLER
processor in 2012

Four compute nodes per XK7
blade. 24 blades per rack
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Titan “speeds and feeds”

Compute nodes
Login & I/O nodes
Memory per node

# of Opteron cores

# of NVIDIA K20
“Kepler” processors
(2013)

Total system memory

Total system peak
performance
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18,688
512

24 GB
224,256

NA

450 TB

2.3
petaflops

Compute nodes
Login & I/0O nodes

Memory per node

# of Opteron cores

# of NVIDIA K20
“Kepler” processors
(2013)

Total system memory

Total system peak
performance

18,688
512

32GB +6
GB

299,008
18,688

710 TB

27
petaflops



Architectural Trends - No more free lunch

10,000,000

« CPU clock rates quit |
increasing in 2003 Dual-Core Itz : /

1,000,000

¢« P= CWf Intel CPU Trends

. (sources: Intel, Wikipedia, K. Olukotun)
Power consumed is |
proportional to the
frequency and to the square **
of the voltage

1,000

* \oltage can’t go any lower,
so frequency can’t go higher
without increasing power

10

» Power is capped by heat

dissipation and $$% 1 e
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The Effects of Moore’s Law and Slacking ' on Large
Computations
Chris Gottbrath, Jeremy Bailin, Casey Meakin, Todd Thompson,
J.J. Charfman

Steward Observatory, University of Arizona
1This paper took 2 days to write

Abstract
We show that, in the context of Moore’s Law, overall productivity

can be increased for large enough computations by ‘slacking’ or waiting
for some period of time before purchasing a computer and beginning the

calculation.
work and slack in the context of moores law
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Hierarchical Parallelism
es (or PGAS)

m via threads (or

0111011011101

« Exposure of unrealized parallelism is essential to exploit all near-
future architectures.

 Uncovering unrealized parallelism and improving data locality
improves the performance of even CPU-only code.

* Experience with vanquard codes at OLCF suggests 1-2 person-
years is required to “port” extant codes to GPU platforms.

* Likely less if begun today, due to better tools/compilers
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Titan: Early Applications & Stretch Goals

S3D: Turbulent
Combustion

DENOVO: Neutron
Transport in Reactor
Core

DENOVO is a component
of the DOE CASL Hub,
necessary to achieve |
CASL challenge problems

Directly solves Navier-
Stokes equations.
Stretch goals is to move
beyond simple fuels to
realistic transportation
fuels, e.g., iso-octane or
biofuels

WL-LSMS: Statistical
Mechanics of Magnetic
Materials

CAM-SE: Community
Atmosphere Model — Spectral

Elements
Calculate the free energy for

magnet materials. Applications &
to magnetic recording, magnetic "¢
processing of structural
materials

CAM simulation using Mozart
tropospheric chemistry with 106
constituents at 14 km horizontal
grid resolution
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LAMMPS: Biological
Membrane Fusion

Coarse-grain MD
simulation of biological
membrane fusion in 5
wall clock days.
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How Effective are GPUs on Scalable Applications?
OLCF-3 Early Science Codes -- Performance Measurements on TitanDev

XK6 vs. XE6
R Performance Ratio
PP Titan Dev : Monte Rosa
53D : 1.4
Turbulent combustion
Denovo
3.3
3D neutron transport for nuclear reactors
LAMMPS 39
Molecular dynamics ]
WL-LSMS
. L. : : . 1.6
Statistical mechanics of magnetic materials
CAM-SE
: 1.5
Community atmosphere model

Cray XK6: Fermi GPU plus AMD 16-core Opteron CPU

0 OLCFE ‘ >0 XE6: 2X AMD 16-core Opteron CPUs



Additional Applications from Community Efforts
Current performance measurements on TitanDev

XK6 vs. XEb6
. . Performance Ratio
Application
PP Titan Dev : Monte Rosa
NAMD 1.4
High-performance molecular dynamics )
Chroma 6.1
High-energy nuclear physics )
QMCPACK 30
Electronic structure of materials )
SPECFEM-3D
: 2.5
Seismology
GTC 1.6
Plasma physics for fusion-energy )
CP2K
Chemical physics Lo
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Running on Titan
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Leadership Metric and Scheduling
Policy

As a DOE Leadership Computing Facility, the OLCF
has a mandate to be used for large, leadership-
class (aka capability) jobs.

Leadership Usage
Metric:

To that end, the OLCF implements queue policies that | 35% of the CPU time

enable large jobs to run in a timely fashion. used on the system will
be accumulated by jobs
» Basic queue priority is set by the time a job has using 20% or more of
been waiting relative to other jobs in the queue. the available
processors (60,000
* However, we use several factors to modify the cores)
apparent time a job has been waiting. These factors
include:

— The job’s processor core request size.
— The queue to which the job is submitted.

— The 8-week history of usage for the project
associated with the job.

— The 8-week history of usage for the user

aﬁsociated with the job.
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OLCF Scheduling Policy

Max Nodes Max Walltime | Aging Boost
(Hours) (DEVD)]

3 313 3,749 12 0 mark.
4 125 312 6 0
> 1 124 2 0

NB Nodes are used in the table above; each node “costs” 30 Titan core-hours

22 OAK
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OLCF Allocation Overuse Policy

Projects that overrun their allocation are still allowed to run on LCF
systems, although at a reduced priority.

* For projects that have used between 100% and 125% of their
allocations, the following rules apply:

— Jobs have their priority reduced by 30 days.

* For projects that have used greater than 125% of their allocation, the
following rules apply:

— Jobs have their priority reduced by 365 days.

To view the entire scheduling policy please see:
http://www.olcf.ornl.gov/kb_articles/scheduling-policy-olcf/
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User Support for Titan
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Director of Science Industrial Partnerships

National Center for Computational Sciences

Lo Oak Ridge Leadership Computing Facility S. Trchernor
Director of Operations 1 J. Hack, Director INCITE Program
J. Rogers A. Bland, OLCF Project Director J. White
Chief Technology Officer L. Gregg, Division Secretary. === || | Chief Computational Scientist
A. Geist ' R. Kendall
| Deputy Project Director
K. Boudwin

Cray Center for Excellence
J. Levesque

Operations Council
W. McCrosky, Finance Officer
J. Presley, Recruiting
D. Edds, ES&H Officer

B. Hammontree, Site Preparation
J. Rogers, Computer Acquisition
R. Kendall, (Acting) Pre-commissioning & Accept. Test Dev.
A. Baker, (Acting) Commissioning
D. Hudson, Project Management
A. Barker, Training & Support Development

J. Larkin
N. Wichmann
K. Seymour

S. Hummel, HR Rep.
S. Milliken, Facility Mgmt.
R. Adamson, K Bivens, Cyber Security

|
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Computer Science SCIentBIfII(\:/l Comg)utmg User Assistance Technology Integration High-Performance
Research® A ngijer and Outreach & Vel Computing Operations
D. Bernholdt - FIelas A. Barker S. Mowery K. Thach
C. Sonewald S. Mowery S. Allen
S. Boehm@ M. Abbasi5 H. Nam A. Carlyle L. Moore' S. Atchley B. Settlemyer® R. Adamson S. Koch
M. Brimm S. Ahemn35 T. Nguyen A.DiGirolamo . Nguyen T. Barron J. Simmons J. Anderson C. Layton
N. Forrington® V. Anantharaj M. Norman F. Foertter S. Parete-Koon D. Dillow B. Smith M. Bast C. Leach®
M. Gorentla-Venkata M. Brown S. Pannala® C. Fuson L. Rael D. Fuller D. Stansberry J. Becklehimer*  D. Leverman
0. Hernandez J. Daniel S. Parete-Koon B. Gajus® S.Ray R. Gunasekaran D. Steinert K. Bivens J. Lewis*
T. Jones M. Eisenbach  N. Podhorszki® M. Griffith B. Renaud J. Hamey C. Wang? J. Breazeale® D. Londo*
C. Kartsaklis M. Fahey35 D. Pugmire J. Hines* D. Rose S. Hicks’ F. Wang J. Brown® D. Maxwell®
T. Mintz? J. Hill M. Rodriguez-Rodriguez’ S. Jones® J. Rumsey’ Y. Kim V. White B. Caldwell M. McDonough*
T. Naughton W. Joubert D. Rosenberg M. Keele! A. Simpson R. Miller A. Enger* J. Miller8
D. Schubert? S. Klasky® R. Sankaran D. Levy® J. Smith S. Oral C. England D. Pelfrey
J. Schuchart? R. Kumar R. Tchoua® M. Miller R. Whitten35 M. Ezell G. Phipps, Jr.
P. Shamis Y. Li7 A. Tharrington* L. Williamss J. Evanko* S. Shpanskiy
G. Vallee M. Matheson Y. Tian® A. Funk? B. Tennessen®
J. Vasnier® B. Messer R. Toedte D. Garman* J. Walsh?
Z. Wang7 D. Giles S. White
TIntern M. Gyurgyik C. Willis*
2Post Graduate 7 Post Doc M. Hermanson T. Wilson®
3JICS 8 Post Master J. Hill
“Cray, Inc. % Acting Group Leader J. Kincl
5Matrixed #Task Lead
8Subcontractor @ Technical Coordinator
—
12/03/2012
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LCFs support model

* “Two-pronged” support model

End-to-end
workflows

Liaisons
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Basics

« User Assistance group provides “front-ling”
support for day-to-day computing issues

 SciComp Liaisons provide advanced algorithmic and
Implementation assistance

» Assistance in data analytics and workflow management,
visualization, and performance engineering

are also provided for each project (both tasks are “housed” in
SciComp at OLCF)
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